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Abstract—Combining interactive visualization with automated analytical methods like statistics and data mining facilitates data-driven
discovery. These visual analytic methods are beginning to be instantiated within mixed-initiative systems, where humans and ma-
chines collaboratively influence evidence-gathering and decision-making. But an open research question is that, when domain experts
analyze their data, can they completely trust the outputs and operations on the machine-side? Visualization potentially leads to a
transparent analysis process, but do domain experts always trust what they see? To address these questions, we present results
from the design and evaluation of a mixed-initiative, visual analytics system for biologists, focusing on analyzing the relationships
between familiarity of an analysis medium and domain experts’ trust. We propose a trust-augmented design of the visual analytics
system, that explicitly takes into account domain-specific tasks, conventions, and preferences. For evaluating the system, we present
the results of a controlled user study with 34 biologists where we compare the variation of the level of trust across conventional and
visual analytic mediums and explore the influence of familiarity and task complexity on trust. We find that despite being unfamiliar
with a visual analytic medium, scientists seem to have an average level of trust that is comparable with the same in conventional
analysis medium. In fact, for complex sense-making tasks, we find that the visual analytic system is able to inspire greater trust than
other mediums. We summarize the implications of our findings with directions for future research on trustworthiness of visual analytic

systems.

Index Terms—trust; transparency; familiarity; uncertainty; biological data analysis.

1 INTRODUCTION

Increasing variety and complexity of real-world data has led to a
greater adoption of interactive visualization as a medium for acceler-
ating data-driven search and discovery. However, one barrier to such
adoption in scientific communities is the perceived lack of trust of do-
main experts in these cutting-edge visualization tools as opposed to
conventional analysis mediums. Broadly, there are two reasons for
such a perception. First, many scientists are accustomed to manual
data analysis, and might reflexively trust the results from their familiar
methods more than the ones based on advanced data-driven analytical
methods and visualizations. Second, when integrated with statistical
and automated methods, visual analytics processes can be prone to un-
certainty and thereby lead to a lack of confidence in domain experts’
decision-making and knowledge generation [18]].

Currently, there is little empirical research in visual analytics that
investigates the role and influence of domain experts’ trust in an ana-
lytical medium on their knowledge generation process. To fill this gap,
in this paper we study the interaction between two factors that can af-
fect the trustworthiness of analytical mediums: familiarity of domain
experts with the medium and their perceived confidence in the eventual
analysis outcome. Researchers have recently pointed out the need to
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understand how uncertainty in the analysis process plays a role in the
eventual trust that domain experts have in their decision-making [30].
While most of visualization research has focused on representing data-
space numeric uncertainty, much less attention has been paid to how
visualization tools can better tackle undertainty that stems from the po-
tential outcomes of analysis processes or their implications [22]]. The
less the analytical uncertainty, the greater is the confidence of domain
experts in their analysis outcome. Two key research gaps emerge in
this context: 1) what design criteria should visual analytics systems
Sulfill for ensuring a high level of domain experts’ trust?, and 2) can
a carefully designed, transparent visual analytic worlflow inspire a
higher level-of-trust in analysts as compared to more traditional anal-
ysis mediums?

We address these open questions by reporting on the design and
evaluation of a visual analytic workflow in the context of biological
data analysis for better understanding the causal factors behind domain
experts’ trust in an analysis medium. Our methodology consisted of
two distinct stages. In the first stage we studied how explicit consid-
eration for trustworthiness of a visual analytic workflow can improve
the scientific data analysis process of domains scientists, in terms of
developing and exploring alternative hypotheses on the fly, reasoning
about the significance of their findings, and the search for evidence to
establish the implications their findings. In the second stage, we eval-
uated this workflow with a larger pool of experts by comparing the
levels of trust using the visual analytic tool and covnetional analysis
mediums like R, Excel, etc.

These two stages of design and evalulation of the visual analytic
workflow led to three main contributions. As part of our first contri-
bution, we transformed a set of manual biological data analysis pro-
cesses into a mixed-initiative visual analytic workflow (Figure[T). We
collaborated with computational, molecular, and cell biologists for de-
signing and implementing this workflow, which reflects explicit design
decisions for maintaining a high level-of-trust in the system. Related
to this contribution, we define trust in the context of visual analytics
of biological data and describe the associated design criteria for the
workflow.

For comparing the scientists’ level-of-trust using the visual analytic
workflow, we use their conventional analysis methods (Excel, R, etc.)
as the baseline. In our second contribution, we describe the design
of a quantitative user study with 34 domain scientists for evaluating
their level-of-trust. From the broader visual analytic workflow, we
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Fig. 1. Representing the different stages in the visual analytic workflow. The Active Data Biology system provides an end-to-end, transparent
visual analytic workflow for biologists to seamlessly shift between verification of alternative hypotheses and generation of scientific knowledge.
There are main views (Heatmap, Pathway, and Canvas viewers) to display data in different visual contexts integrated in a workflow that seamlessly
connects hypotheses, reasoning, and evidences of findings for inspiring a high level of trust in domain experts. Tutorials online at https:

//adbio.pnnl.gov demonstrate the tool’s use.

distilled a set of tasks requiring different degrees of interpretation and
domain knowledge, and used these tasks for a between-subjects study
design. The tasks were chosen carefully such that they were equally
achieveable using both visual analytic tools and conventional tools like
R, Excel, etc.

As our final contribution, we present the results of our quantitative
study and consider the causes and implications of the variance in the
levels-of-trust. We analyze the effect of domain experience, famil-
iarity with manual data analysis medium, and task complexity on the
level-of-trust of domain scientists. Finally, we reflect on whether the
explicit design criteria for reducing the lack of trust in a new tool can
compensate for the lack of familiarity and learning curve associated
with that tool.

2 RELATED WORK

We discuss three overlapping threads of research relevant to the work
reported here.

2.1 Evaluation of Human-Machine Trust

Using criteria for interpersonal trust among humans [26]), researchers
have demonstrated similar criteria can be used for qualifying human-
machine trust [3} 21]. While there trust is essentially a multidimen-
sional expression based on different factors, in this work look exclu-
sively look into the relationship between familiarity and trust. For
different software systems, researchers have shown that people tend
to trust familiar mediums more than other mediums, which might be
more efficient in solving the tasks [13]. Researchers have also demon-
strated the positive effect of transparency of decision support systems
on the self-calibration of analysts’ trust [10].

McAllister postulated a set of survey questions [23] for defining the
different dimensions of trust, which were modified by Takayama et
al. to evaluate system administrator’s trust in command line inter-
faces as opposed to software systems. We used these dimensions of
trustworthiness for designing a visual analytics system for biologists.
Following the principle outlined by Ugiirala et al. we measure
the level-of-trust as a self-calibrated measure of analysts’ confidence
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in the analysis output, and compare the variation with respect to the
same using a more familiar analysis medium.

To the best of our knowledge, this is a first attempt at evaluating
analysts’ trust in visual analytic systems. In a domain science con-
text, these systems need to support high-level sense-making tasks [[17]]
involving the human cognition system. Simply calibrating a sys-
tem’s performance with respect to accuracy and efficiency is not suf-
ficient [4]. This had also been pointed out by Scholtz who argued for
moving beyond simple usability metrics and look at development of
new metrics based on trust [32].

In a recent classification of existing evaluation practices in visual-
ization, Lam et al. [20] proposed seven scenarios according to which
visualizations can be evaluated. Our work fits into both the under-
standing environments and work practices (UWP) and user experi-
ence (UE) categories and bridges the gap between domain experts’
analysis process and the visualization. We differentiate our approach
from the work of Saraiya et al. [31], who performed open-ended anal-
ysis of user-defined insights generated by a biological data visualiza-
tion tool. We standardized a set of tasks for comparing perceived trust
between two different mediums.

2.2 Relationship Between Trust and Visualization

Compared to other areas of research, the issue of trust has been rel-
atively underexplored in visual analytics. A recent work by Sacha et
al. [30] describes the inherent link between different forms of uncer-
tainty in visualization and how that can have an effect on analysts’
trust. While visual analytics research on uncertainty has been mostly
focused on representing and evaluating data-space uncertainty through
visualizations, lot less attention has been paid to how different stages
of the visual analytic process can introduce uncertainty [22} 36|, and
how these can interfere with the analytical reasoning process [38]. In
one of the few instances of this line of research, visual analytic so-
Iutions have been developed for exploring the relationship between
trust and interpretability when using analytical models that can act like
black-boxes [6]. Injecting transparency by verifying and validating
the model outputs has been pointed out as an important factor towards
gaining analysts’ trust. To this effect, researchers have pointed towards
the need for building verifiable visualizations by quantifying and rep-
resenting error and controlling the uncertainty in the data space [11].

In our work we handled the issue of trust in two phases. First, we
followed a participatory design process with a group of expert biolo-
gists to understand the causes behind potential lack of trust, and pro-
vide support for understanding the analytical uncertainty that can be
caused by different stages of data transformation in the visualization
pipeline. We use visual representations that biologists are familiar with
and allow interactions that capture both low-level goals (e.g., find me-
dian, extremum) [1]] and high-level sensemaking tasks (e.g., find ev-
idence for supporting hypotheses) [2]. Second, we conducted a user
study with a large group of biologists to compare level-of-trust in vi-
sual analytic mediums, as opposed to conventional mediums like Excel
and R.

2.3 Visualization Tools for Biomedical Data Analysis

Biomedical data visualization has a long history and several re-
searchers have proposed solutions for analyzing grouping information
from the data. The tools most relevant to this work [33}127}39]] provide
web-based interactive heatmaps and help analysts detect interesting
patterns. In contrast, our focus in this work was to provide an end-to-
end solution through a mixed-initiative visual analytics interface. The
existing tools lack several important capabilities for: a) proactively
supporting statistical analysis and on-the-fly verification of hypothe-
ses, b) linking the data to external knowledge bases that domain ex-
perts often need to find support for their findings, and c) the flexibility
to shift between the exploration and verfication stages of analysis, and
maintaining analytical provenance of the results. We aimed to address
all these needs through a seamless workflow with the ability to switch
between the high-level goals of detecting interesting patterns, investi-
gating their significance, and finally synthesizing insights about those
patterns for knowledge generation.

We adopt the design principles for a mixed-initiative visual ana-
Iytics system [[15) [7, [12] and implement them in a biological data
analysis workflow. Our main motivation was to facilitate a transpar-
ent analysis process, where the domain scientists’ analytical questions
are easily translated to operations within the interface, and the system
proactively computes the statistical significance of relationships and
searches external knowledge bases for recommending patterns and ar-
tifacts that can be of interest to the scientist. In a true spirit of human-
in-the-loop visual analytics[19, [38]], the scientist is in the control of
analysis, while the system supports [25] the evolving goals and ques-
tions through analytical computations and visual representations.

3 VISUAL ANALYTIC WORKFLOW DESIGN

Design principles for our visual analytic tool, Active Data Biology,
emanate directly from our extensive experience in bioinformatics data
analysis. Working for more than 10 years in dozens of collaborations,
the bioinformatics co-authors acted as a liaison [35] between visual-
ization designers and biologists at the United States Department of
Energy (DOE) operated Pacific Northwest National Laboratory. To-
gether we had several focused discussions for understanding the gaps
in the current analysis tools for environmental and biomedical data.
The discussions consistently identified the need for novel visual anal-
ysis tools, as the existing tools mostly focused on data processing and
transformation, and less on data interpretation. But there was also
skepticism around the adoption of new tools due to a perceived lack of
domain experts’ confidence in their outputs. This was consistent with
empirical studies that demonstrated that domain experts tend to trust
familiar interfaces as part of their daily routine [37].

To address this problem, our goal was to facilitate data interpreta-
tion and hypothesis generation in a transparent manner that inspires
confidence in the scientists. We engaged the group of experts on biol-
ogy in a participatory design process for first understanding the analy-
sis goals, producing intermediate prototypes and refining those designs
with an exclusive focus on minimizing their lack of trust in the analy-
sis outcomes. The design process was carried out in consultation with
a bioinformaticist (one of the co-authors of this paper) and an expert
in the area of cancer research. In this section, we report on the differ-
ent aspects of the design process by discussing the high-level analy-
sis goals which we distilled from our discussions, our definition and
considerations for increasing scientists’ level-of-trust, and the even-
tual design of our Active Data Biology system that resulted from the
mapping between the goals and design heuristics.

3.1 Analysis Goals

In big data experiments across many scientific domains, the first task is
often to identify which individual samples are most similar and group
them. In a clinical study, this might be finding similar patients; in
an environmental study this could be finding similar responses of the
ecosystem to a variety of perturbations. Once groups have been estab-
lished, investigators frequently look to identify which proteins and bi-
ological functions distinguish groups. Finally, these characteristic pro-
teins and biological functions are interpreted to understand how they
might contribute to the observed response (phenotype) of the sample.
Several biological terms may be unfamiliar yet critical to under-
stand the function of Active Data Biology, and so we define them here:
Proteomics: A proteomics experiment measures protein abundance
levels in a biological sample. Co-expression is used to denote that two
or more measurements correlate highly across all the samples. Groups
of co-expressed proteins are often used to show patterns in large-scale
data.
Pathway: A pathway is a logical group of proteins which participate
together to achieve a biological function. For example, nine different
proteins are used to convert glucose to pyruvate in a process called gly-
colysis. These proteins and several others are grouped and labeled as
members of the Glycolysis pathway. The KEGG (Kyoto Encyclope-
dia of Genes and Genomes) database categorizes genes into pathways,
and serves as a widely used reference for pathway membership [16].

Metadata: Meta-data is information collected about experimental de-
sign or experimental samples. In a clinical study, meta-data typically



refers to the information about a patient (e.g. age) or the tissue sample
(e.g. tumor stage).

Answering an analysis goal typically has three steps:

What?: Scientists are mainly seeking for biologically meaningful in-
formation patches from raw datasets and its meta-data.

How significant?: Once scientists have identified interesting patterns,
this is followed by the interpretation step which involves high-level
cognition and sensemaking. They either confirm, reject, or build a
hypothesis and then statistically test it within given datasets.

Why?: To investigate potential cause/effect relationships, analysts
place these findings within a context of biological knowledge, by
searching through published literature or external knowledge bases for
analyzing the novelty of their findings.

Our collaborators informed us that all these three goals are usu-
ally pursued together as part of a biological data analysis routine. For
example, to understand what molecular changes are associated with
cancer outcomes, a researcher would attempt to identify What pro-
teins are highly expressed in tumors for patients who die. They run a
battery of statistical tests to determine How significant this association
is. Finally they explore published literature to place these proteins into
context and ponder why they might be associated with poor prognosis.

3.2 Design Criteria for Increasing Trustworthiness

We define the level-of-trust of domain scientists as their self-calibrated
degree of confidence in their analysis outcome that is produced in
course of their interactions with any data analysis medium. Differ-
ing from Chuang et al.’s definition of trust as perceived accuracy [6],
we model trust as a confidence measure, as interpretation of patterns
from a biological data analysis process can be subjective in athe ab-
sence of ground truth and that can vary across domain experts. There-
fore, we used a self-calibrated measure that would account for the in-
dividual differences. Moreover, from our interactions with the domain
scientists, we found that confidence plays a critical role [28] in help-
ing analysts transition between the information seeking or foraging
and insight synthesis and knowledge generation steps of visual analyt-
ics [29].

Such confidence can be reduced due to the inherent analytical un-
certainty at the different stages of the scientific data analysis pro-
cess, where scientists constantly need to shift perspectives between
hypotheses generation and reasoning and evidence gathering for their
findings. Amar et al. termed this as a rationale gap [2] in visualiza-
tions where sufficient support is not provided for the analyst to explain
the significance of the detected relationships. Accounting for the lack
of confidence is particularly needed during scientists’ interaction with
a mixed-initiative system, as a domain expert might hesitate to rely on
a decisions taken by the system, thereby reducing its trustworthiness.
The design criteria for instantiating a visual analytic workflow was pri-
marily motivated by the need to reduce the rationale gap and minimize
the lack of credibility about the detected patterns [36] by inspiring a
high level-of-trust in biologists.

In this section we describe the design criteria that were used to en-
sure a high level of trustworthiness of the Active Data Biology tool.
We took inspiration from the trust-centric questionnaire proposed by
McAllister [23]] and aimed to map the criteria that are relevant for a
visual analytic tool to the domain-specific goals. We specifically fo-
cused on the following design criteria for minimizing the lack of trust.
These criteria were distilled from the discussions we had with experts
during the initial phase of the discussions, and were refined during the
intermediate prototype development stages.

Intuitiveness: Intuitive data visualization is critical for biomedical
data analysis. In course of our interactions with biomedical scientists
who are more familiar with traditional non-visual analysis methods,
prefer visual representations that are easily interpretable and action-
able. We also found that non-computational scientists, who use visu-
alization as an analysis medium, prefer familiar representations over
new ones as the latter might entail a learning curve. To enable scien-
tists pursue the what question, our goal was to design intuitive graph-
ical representations of clustered data that could trigger the interest for
detailed exploration of the data. A second important consideration for

intuitiveness is that tasks and capabilities of the visual tool accurately
and simply reflect the desired tasks of scientists. From our interac-
tion with domain scientists, we know that looking at a specific visual
representation of the data often provokes a question. We designed our
tool to answer those exact questions, where there was a perfect match
between the scientific questions and the visual cues.

Transparency: Visual analytics processes are prone to uncertainty at
different stages. To reduce the amount of uncertainty that can emanate
from various levels of data transformation [30, |8, 9], we provide sta-
tistical support for confirming or rejecting different hypotheses so that
scientists could focus on the how significant question. Moreover, these
statistical methods are prominently and clearly described in the visual
display. Transparency is essential because it provides the assurance
that if the researcher wants to know methodological details, they can
easily find them. Without transparency a significant fraction of users
(based on our pre-design surveys) get distracted and lost trying to un-
derstand exactly what happened. This inhibits their broad exploratory
interactions that are an essential feature of the foraging step.
Efficient context-switching: Scientists at any given point-of-time
would want to switch between different data perspectives according
to the three analysis goals. By converting these goals into a workflow,
we enable rapid context-switching according to the evolving mental
model about the data. We also let scientists drill-down to various lev-
els of detail through interaction and keep track of their findings, ensur-
ing a provenance-enabled analysis process. Because of the immense
dimensionality of the data, it is essential that scientists can switch ef-
fortlessly between the overview and the contextual details all the while
saving insight for later consideration. The different views in the Ac-
tive Data Biology tool help integrate analytical and scientific contexts
within a single workflow and maintain provenance of the analysis pro-
cess.

Evidence presentation: For synthesizing their findings, scien-
tists have to reconcile multiple sources of information like KEGG
databases, publication record, etc. This can be time-consuming and
not getting the right evidence can reduce their confidence in the find-
ings. We address this by following a mixed-initiative design ap-
proach [7]. Active Data Biology gathers evidence from external
knowledge bases to assist users and allow them more time to pursue
scientific questions and investigate the why aspects of their findings.

3.3 System Components

We designed Active Data Biology tool as a visual analytic tool based
on Active Data Environment [7], which carefully considers design
guidelines to support the complex cognitive process of data analy-
sis. From our intimate experience collaborating on many biomedi-
cal projects, we distilled a set of exploratory data analysis tasks that
can support scientific discovery. This includes: identifying enriched
pathways in a set of proteins, identifying meta-data that distinguishes
one group of samples from another, viewing data directly on a path-
way of choice, and finding literature that is relevant to a hypothesis
as it emerges from the data. Each of these foundational tasks along
with the design criteria described earlier were used to guide the de-
sign of Active Data Biology. Explicitly, we wanted these tasks to be
single click or easier, resulting in fluid navigation and rapid context-
switching across perspectives.

Active Data Biology (http://adbio.pnnl.gov) is a web-based visual
analytic tool (Figure [T) suite that allows data exploration within fa-
miliar biological contexts such as heatmaps and metabolic pathways.
This tool provides fluid navigation and easy collaboration with three
main views. Each view provides a unique perspective on the data and
lets domain experts explore data within a visual context that is familiar
and productive.

HeatMap: Heatmaps show a quick overview of the entire dataset
of quantitative measurements. Rows represent protein measurements;
columns show different samples in the experiment. The rows and
columns have been grouped according to similarity, and this hierar-
chical clustering is shown in a dendrogram adjacent to the heatmap.
The color gradient ordered from blue to red shows protein abundance
values ordered from low to high. The heatmap is a ubiquitous vi-



sual metaphor for biological data presentation and provokes several
questions about an experiment. While alternative visualizations like
multidimensional projections could be used for displaying similarity
based information, they were not considered in the design phase as our
aim was to use visual representations that biologists are most familiar
with, and minimize the learning curve for adopting new representa-
tions. A heatmap triggers several questions about the grouped sam-
ples. Most investigators would want to know, “Does this group have
a different phenotype? “What biological functions are up-regulated in
this group? These mirror analysis tasks discussed earlier, and we fol-
lowed the intuitiveness design principle to assist analysts in quickly
answering these questions. Any selection on the clustering dendro-
gram automatically searches for distinguishing characteristics of the
group (Fig. [I), thereby presenting evidence about potentially interest-
ing findings to the scientist. Groups of proteins (rows) are searched
for enriched pathways. Groups of samples (columns) are searched for
distinguishing meta-data. The transparency design principle led us to
provide explicit statistical details for each test in an obvious yet non-
intrusive place of the visualization.

Pathway: The pathway view allows users to view data within
the context of biological functions. Rapid context-switching across
heatmaps and pathways allows users to see the patterns in a biological
context and trigger their sensemaking process. It layers data directly
onto images provided by KEGG, representing molecular pathways for
metabolism, genetic and environmental information processing, etc.
Initially entities in the KEGG diagram are colored red to indicate that
the project contains quantitative data for this gene/metabolite. Users
can expand the view of any entity, which displays the quantitative data
across the cohort, thus providing support for statistical analysis and
resulting in a transparent exploration process (Figure [T).

Canvas: The canvas view allows users to investigate and interact
with the data they have pinned from all across the other views. Users
can track emerging hypotheses by aggregating and assimilating their
thoughts. As entities are pinned to the canvas, automated software
assistants search external knowledge sources to find relevant informa-
tion, surfaced to the users in a recommendation card. Each type of data
(e.g. protein, group of proteins, etc.) has different recommendation
cards, reflecting the distinct information sources that curate biological
information. Cards serve as a link to the external resource and can be
saved or dismissed as an analyst develops their hypothesis. (Figurem)‘
Active Data Biology is designed to be a knowledge gathering and shar-
ing space. All data and analyses are versioned and backed at GitHub,
making sharing and collaboration natural. Each user in a collaborative
project has their own canvas, so a user can customize it and make it
their own. Users can see the canvas of others users and copy data from
one to the other.

4 STUDY DESIGN

We conducted a quantitative user study for evaluating how well our
design rationales translated into practical benefits, and consequently
investigate the causes and implications of variation in domain scien-
tists” level-of-trust in the analysis medium. The main goal was to com-
pare the level-of-trust using Active Data Biology and with that using
manual analysis methods, such as Excel, R, Matlab, etc., that are more
commonly used in bioinformatics. We used a between-subjects design
with 34 scientists, where the level-of-trust was the dependent variable
while the task type and analysis mediums were the two conditions.
We divided the participants into two groups: group G1 performed
all the tasks using the Active Data Biology tool, while group G2 per-
formed all the tasks using a manual analysis medium. We did care-
fully consider a within-subjects design. However, since we were using
a single dataset, a within-subjects design had the potential to intro-
duce a learning effect, that would have been very hard to detect across
the different analysis mediums. It is also difficult to replicate sim-
ilar tasks with different datasets across different analysis mediums.
In a between-subjects design even if there was a learning effect, we
could track its progression for the different tasks and analyze the ef-
fect across analysis mediums. In this section we describe the mapping
between analysis goals and concrete tasks for the experiment, and our
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Fig. 2.
Interpretation tasks typically need a combination of multiple visual com-
ponents and are more complex than retrieval tasks.

Mapping the tasks to the Active Data Biology workflow:

hypotheses and study conditions.

4.1 Proteomic Data Generation

Although numerous collaborative projects were influential in the de-
sign and implementation of Active Data Biology, we chose one to use
during the user study: a proteomic investigation of ovarian cancer tu-
mors from a well-defined clinical cohort of 174 women. In addition to
protein quantitation, each tumor sample has associated meta-data de-
scribing the patient and their tumor. An important goal of the ovarian
proteomics study was to identify subtypes within the cohort and then
to identify which proteins and biological functions correlated with spe-
cific subtypes. Finally, these characteristic proteins and biological
functions were interpreted to understand how they might contribute
to clinical outcome, e.g. survival.

4.2 Choice of Tasks

The most important consideration for the choice of tasks was that
they had to be substantive and typical tasks when analyzing biolog-
ical datasets. For mapping high-level analysis goals into concrete vi-
sualization tasks, we used the task classification schemes proposed by
various researchers [} 34, [41]]. The first class of tasks belongs to the
analysis goal of detecting what is interesting in the data and is re-
lated to the low-level tasks classification scheme proposed by Amar
and Stasko [1]]. To generalize these tasks into one group, we call them
Retrieval Tasks. The second class of tasks of reasoning about how
significant and why, overlap with the why class of tasks proposed by
Brehmer et al [3]]. We call them Interpretation Tasks and have a greater
level of difficulty than the retrieval tasks. These tasks are explained as
follows:

Retrieval Tasks: In retrieval tasks, we asked subjects to retrieve a
part of the information from the dataset that answers a specific ques-
tion. These often include low-level tasks like identifying meta-data,
expression patterns, etc. Retrieval tasks should be performed by only
browsing/exploring the data in spite of lack of prior domain knowl-
edge.

Interpretation Tasks: In interpretation tasks, we asked subjects
to interpret data gathered in retrieval tasks through placing it in an
appropriate experimental or biological context. Interpretation tasks
require a modicum of domain knowledge.

T1 Identify the patient subgroup with the worst prognosis.

T2 Identify over-represented biological functions (e.g. pathways) in
proteins up-regulated in this subgroup.



T3 Find relevant literature publications relating to this observation.

T4 Is there systematic bias in a subtype for tumors collected at a spe-
cific location?

TS What is the median age of good prognosis subtype?

T6 Is it significantly different from the poor prognosis subtype?

For all the tasks, we asked subjects to self-calibrate their level-of-
trust on a 5-point Likert scale (1 = Very Uncertain and 5 = Very Cer-
tain) and also mention if there were some particular reasons about their
lack of trust, or concern regarding complexity of the tasks.

The tasks were ordered based on the scientific workflow and were
grouped based on their similarity and dependence: the groups were
T1, T2, T3, T4, and T5, T6. Each task could be readily accomplished
using the views within Active Data Biology as illustrated in Figure[2]

In T1, we asked participants to find an answer from clinical meta-
data related to prognosis such as vital status, days to death, and so on
using the heat map viewer. Based on the this answer, we asked par-
ticipants to find a list of proteins having higher abundance levels in
the worst subgroup than in other subgroups in T2, and to identify bi-
ological functions represented by these proteins using both heat map
and pathway viewers. In T3, participants identified the relevant pub-
lications about biological functions from T2 and whether these affect
to clinical prognosis of ovarian cancer patients using the canvas view.
Given the meta-data describing where these tumor samples were col-
lected (tissue source site or TSS), participants were asked to inves-
tigate whether the tumor subtypes were an artifact caused by biased
collection in T4 using a combination of heat map and pathway view-
ers. TS was similar to T1 but participants had to coordinate multiple
meta-data values to retrieve the answer from the heatmap viewer. Af-
ter retrieving the median age in TS, users had to determine whether
there was a difference between two prognosis groups in T6.

4.3 Hypotheses

H1 The group using the new Active Data Biology tool will report a
level-of-trust that is comparable with the group using more fa-
miliar and conventional analysis methods.

H2 For retrieval tasks, the group using the conventional analysis
methods will report higher level-of-trust. For more complex
tasks interpretation tasks, the level-of-trust using the Active Data
Biology tool will be comparable with that using conventional
analysis methods,

H3 Experience will play a role in the level-of-trust ratings. More ex-
perienced scientists will report a higher level-of-trust in conven-
tional analysis methods as opposed to Active Data Biology.

H4 More experienced scientists will have a higher level-of-trust in
interpretation tasks due to their domain knowledge, than less ex-
perienced scientists.

For our hypotheses we took into consideration the learning curve
for understanding the functionalities of a new tool and expected the
associated lack of familiarity to play a role in the self-calibrated levels-
of-trust. However, we also expected that our explicit design decisions
to minimize the lack of trust would compensate for some of the disad-
vantages involving the use of a new visual analytic tool. This resulted
in H1. Similarly, in H2 we speculate that for more complex tasks,
the advantage of visualization-based methods would somewhat com-
pensate for the lack of familiarity. Therefore, we expected to see a
difference in reporting of level-of-trust between the interpretation and
retrieval tasks. For H3 and H4, we expected domain experience to
have a significant effect on the level-of-trust. With greater domain ex-
perience, we expected participants to report a higher level-of-trust in
conventional analysis mediums and with complex interpretation tasks,
as they would perceive the familiar tools to be more reliable.
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Fig. 3. Mean level-of-trust across all tasks with Active Data Biol-
ogy user group (G1) and conventional tool user group (G2). Error bars
represent 95% confidence intervals. We found statistically significant
differences in the level-of-trust in the visual analytic tool, as opposed to
that in familiar analysis methods.

4.4 Participants

We recruited 34 staff and interns working at the U.S. Department of
Energy operated Pacific Northwest National Laboratory, who have a
background in biology and computation. We recruited only those re-
searchers who would be using the Active Data Biology workflow for
the first time, and excluded the people involved in the participatory de-
sign phase to ensure all participants had equal standing. Assignment
of participants into groups were mostly random. Participants were as-
signed s numerical /D and based on if that was odd or even, they were
assigned to the groups: participants with an odd-numbered ID were as-
signed to G1, whereas those with even-numbered IDs were assigned to
G2. Since our initial pilot tests revealed that a high degree of domain
experience is needed to solve the tasks, especially using manual anal-
ysis methods, we aimed to recruit participants with experience with
performing these tasks.

With two control groups and 34 participants we ended up with 194
trials:

Number of trials = 2 task types
% 3 tasks
X 34 participants
=194

4.5 Study Settings and Procedure

At the beginning, we introduced the study to the participants and let
them fill out a background survey, where they had to answer ques-
tions about their demographic information, and their experience in bi-
ology, statistical analysis, visual analytics, etc. For the group which
performed the tasks using the Active Data Biology tool (G1), we first
trained them on using the tool by showing them a video where differ-
ent interactions and operations that were needed during the study were
demonstrated. We refined the training video based on our initial pilots,
and in most cases during the study, participants were confident about
using the tool after looking at the vide.

For the other group we asked them to begin the study after answer-
ing the initial survey. Paricipants in group G2 were free to choose
any data analysis tool (R, Excel) of their choice. Both groups were
instructed that the questions in this study will ask about their level-
of-trust for all the tasks, and were asked to answer all the questions
as efficiently as possible without compromising on accuracy. Partici-
pants were reminded that the goal of the study is not to assess abilities
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Fig. 4. Mean Level-of-trust for two types (retrieval and interpretation)
of tasks for G1 and G2. Error bars represent 95% confidence intervals.
p-values have been adjusted for multiple comparisons using Bonferroni
correction [14].

as a data analyst, but instead find causes for variation in level of trust,
which will enable us design better tools in the future.

Participants sat at a lab machine with one of the investigators sitting
adjacent. The machine was a dual-monitor computer manufactured by
Dell with Windows 10 operating system and Intel Pentium Quad Core
processor. A dual-monitor set up was specifically used such that the
participants could see the questions on one screen and use the other
screen for working on the software.

The study was proctored by at least one of the co-authors. Think-
aloud protocol was encouraged by the proctors: participants were en-
couraged to talk about any significant problems or experiences they
had while performing the tasks. Due to the lengthy nature of the
study, participants were encouraged to take breaks if necessary. Both
groups could record their responses, indicate the level-of-trust in their
response and also comment about any doubt or surprises they had dur-
ing the analysis. For all the tasks, we used the same dataset across
both the groups. Even if there was a learning effect due to familiarity
with the data, we could measure that in terms of progressing of their
level-of-trust, and assess the effect of the analysis mediums on that
effect.

After the study, the participants completed a post-study question-
naire to provide their subjective assessment of their experience per-
forming the tasks. For group G2 that performed the tasks without
the Active Data Biology tool, we explained the functionality of the
tool through the demonstration video once they were finished with the
tasks and encouraged them to spend about 15 minutes for answering
some of the questions using that tool. They indicated their feedback
about the tool in the post-study questionnaire. The whole study took
approximately 1.5 hours per participant.

5 RESULTS

In this section, we describe and highlight the significant results from
our tudy. First, we investigate the variation of overall level-of-trust
across two different analysis mediums and compare level-of-trust
based on tasks and its types. Then, we also investigate the effect of
domain experience on the level-of-trust according to complexity of
tasks. We have annotated the results of statistical tests in Figures (E|»
|Z[), where the red-colored text indicates statistical significance.

Overall Level-of-Trust between G1 and G2: Figure [3] shows the
overall level-of-trust of all the tasks for each user group (Gl and
G2). Wilcoxon-Mann-Whitney test was performed to compare the
distributions of ordinal level-of-trust of each user group and it shows

20 30 0 0
Years of experience in biological data analysis

Fig. 5. Average of level-of-trust vs. years of experience in biolog-
ical data analysys for G1 and G2. Within each group, we did not find
any effect of experience on the the trust ratings.

a significant difference between G1 and G2 (W=5754, adjusted p-
value=0.015). Overall level-of-trust of G1 (M=3.43, SE=1.02) was
higher than level-of-trust of G2 (M=2.98, SE=1.34) in general. From
the frequencies of level-of-trust, we found that G1 answered ‘Uncer-
tain’ (1 or 2 for level-of-trust rating) or skipped tasks in 18.5% cases,
whereas G2 did in 41.7% cases. On the other hand, G1 selected ‘Cer-
tain’ (4 or 5 for level-of-trust rating) for tasks in 47.2% cases, whereas
G2 did in 34.4% cases. We thus found evidence to support H/ and we
believe that the trustworthiness-aware design of Active Data Biology
workflow somewhat compensated for the lack of familiarity that could
cause a lack of trust.

Level-of-Trust Vs Task Type: Figure Eka) and (b) show the aver-
ages and 95% confidence intervals (Cls) of level-of-trust in retrieval
and interpretation tasks, respectively. We employed Wilcoxon-Mann-
Whitney test to compare the level-of-trust between G1 and G2 of each
type and also adjusted p-values by Bonferroni correction for multiple
comparison. As labeled in the figure, we found no significant differ-
ence between level-of-trust of G1 and G2 for a retrieval type. However
we found that overall level-of-trust of G1 for an interpretation type
was significantly higher than of G2 (W=1592.5, p=0.048). This find-
ing partially supported H2 and showed that Active Data Workflow was
comparably trustworthy for retrieval analysis and more reliable when
performing complex tasks. As shown in Fig. [f] we found a significant
difference between G1 and G2 (W=186.5, p=0.003) in T2, which was
the most complex interpretation task.

Level-of-Trust Vs Experience: For understanding the effect of ex-
perience, we chose a threshold for distinguishing more experienced
participants from less experienced ones for each group. From the ex-
perience profiles across G1 and G2, we found that the median year
of experience in biology of G1 and G2 was 4.5 years (Figure3). We
therefore made subgroups for each group as follows: we had a low-
experienced subgroup and a high-experienced subgroup with partici-
pants having less than median years of experience and having equal to
or greater than median years. Low and high subgroups in G1 had 12
and 6 people respectively, while low and high subgroups in G2 had 5
and 11 people repsectively.

First, we compared level-of-trust of high experienced (longer than
4.5 years) scientists with low experienced (less than 4.5 years) in G1.
On average, level-of-trust of low experienced participants was slightly
greater (M=3.41 SE=1.05) than level-of-trust of high experienced par-
ticipants in G1. However, we found that there was no significant differ-
ence (W=1237.5, p=1.0). In the same manner, we compared level-of-
trust of high experienced scientists with low experienced in G2. Also,
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Fig. 6. Mean Level-of-trust for two types (retrieval and interpre-

tation) of tasks for low experienced participants and high experi-
enced participants in G1. Error bars represent 95% confidence inter-
vals. We employed Bonferroni correction for multiple comparisons. The
low group exhibited less variability in their trust ratings compared to the
experienced group, although there were no significant differences.

we found that there was no significant difference between level-of-
trust of low experienced participants and high experienced participants
in G2 (W=632, p=0.144).

Interestingly, when we compared level-of-trust of low experienced
scientists in G1 with low experienced in G2, we found a significant dif-
ference between low experienced scientists in G1 and G2 (W=1389.5,
p=0.006). Level-of-trust of low experienced participants in G1 was
significantly greater than low experienced in G2 (M=2.54 SE=1.26).
On the other hand, we found no significant difference between high
experienced participants in G1 and those in G2 (W=1245.5, p=1.0).
In addi- tion, we found that level-of-trust of high experienced partici-
pants in G2 (M=3.18 SE=1.34) was slightly lower than overall level-
of-trust of low experienced G1 on average without any significance (W
=2398, p = 1.0). Therefore we could not find evidence for supporting
H3, which was surprising as we thought that participants with high
domain experience will report significantly higher level-of-trust in the
familiar manual data analysis tools.

Level-of-Trust Vs Experience and Task Type: Next we drilled down
to the task types for detecting the effect of experience in each group
with respect to retrieval (Figure@a) for G1 and Figureﬂa) for G2) and
interpretation tasks (Figure [6{b) for G1 and Figure [7[b) for G2). For
retrieval tasks, we found that high experienced participants had pretty
equal level-of-trust to or insignificantly higher than less experienced
participants in either G1 or G2. For interpretation tasks, we found that
there was no significant difference between low experienced and high
experienced participants in both G1 and G2. Our findings therefore did
not support H4 and showed that even with greater domain experience
and familiarity with an analysis medium, for complex interpretations
tasks the average level-of-trust in the visual analytics system was com-
parable to that in manual data analysis methods .

Post-Study Questionnaire: After the study, we asked participants
several questions regarding their experience and the usability of Ac-
tive Data Biology tool to which the participants responded on a 5-point
Likert scale (1= Not Useful and 5=Useful) in post-study questionnaire.
Overall usability as rated by G2 (M=4.81 SE=0.54) was significantly
higher than that rated by G1 (W=53.5, p=0.0005). 88.2% participants
gave a 4 or 5 rating for usability of overall tool. 41.2% of participants
strongly agreed that ‘I would incorporate the Active Data Biology tool
in my daily analysis routine’ and 52.9% strongly agreed that ‘I would
recommend this tool to my colleagues for their work’.
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Fig. 7. Mean Level-of-trust for two types (retrieval and interpre-

tation) of tasks for low experienced participants and high experi-
enced participants in G2. Error bars represent 95% confidence in-
tervals. We employed Bonferroni correction for multiple comparisons.
Contrary to the results for G1, the high group exhibited much less vari-
ability in their trust ratings. This can potentially be attirbuted to their
greater familiarity with the analysis mediums like Excel, R, etc.

6 ANALYSIS AND DISCUSSION

In this section, we present our analysis involving the results and sub-
jective feedback collected as part of the post-study questionnaire and
think-aloud protocol during the study.

Effect of Analysis Medium: While designing Active Data Biol-
ogy, we aimed for a level-of-trust that is comparable with the same
when scientists use conventional analysis methods. As we showed in
Figure [3] the level-of-trust of G1 was not only comparable with G2,
but the variance expressed by the lower inter-quartile range was also
less in case of G1. This demonstrates that although participants were
exposed to a new visual analytic tool and there was a learning curve as-
sociated with it, they had a greater agreement about their level-of-trust
than those participants using a conventional analysis medium.

The advantage of Active Data Biology in terms of the greater ef-
ficiency and transparency was also widely acknowledged by most of
the participants and is captured in this statement by one of them: “This
tool is much much better than trial and error in Excel. I am a biolo-
gist and not a statistician so having a visual tool like this that does the
statistics under the hood would be a boon to productivity!”

Effect of Task Complexity: The abiding design decision behind
Active Data Biology was to reduce the rationale gap by letting scien-
tists perform the high-level sensemaking and interpretation tasks effi-
ciently with help from the mixed-initiative design of the system. In
keeping with H2, we noted that for interpretation tasks (Figures [),
there was a significant difference in the level-of-trust between the two
groups. We posit there is a direct effect of the reduction in rationale
gap that we can observe in this result. Participants had to complete the
tasks within a stipulated amount of time.

When using excel or R, they had to do the transforma-
tion/computation of the results themselves for investigating signifi-
cance, which was time-consuming. In Active Data Biology, these
were supported within the heatmap interface and there was efficient
context-switching between detection of patterns and exploration of the
evidence presented to the scientist, which potentially led to a higher
level-of-trust. This was a validation for our design criteria and was
also reflected in the following comment by one of the participants:
“It organized data by abundance and that helped me focus into why
those abundance patterns were either high or low. It allows for more
investigation that a regular heatmap would allow.”

Effect of Experience: The most surprising finding was that we
failed to detect any significant effect of experience on the level-of-
trust ratings. Our assumption was that experience and familiarity with



a particular analysis medium might compensate for the difficulty in
task-solving using that medium. However, we demonstrated that ir-
respective of experience, especially for complex tasks like those in-
volving interpretation and sensemaking, visual analytic tools due to
their transparency and flexibility, are able to inspire a greater sense of
confidence in the scientists.

While we do leave some room for skepticism around over-trust and
bias that can happen due to inexperience, we cannot experimentally
verify that in this case, and should be investigated in future studies.
The enthusiasm about the comfort level with the tool was shared by
most participants and is captured by the following comment by a par-
ticipant from the less experienced group: “THIS IS AMAZING! The
tool will enable biologists with limited statistical knowledge and data
analysis skills to begin interrogating large data sets without needing
to know how to code.”

For the more experienced group, understandably there was some
skepticism about the underlying analytical methods used in Active
Data Biology, which captured by the following comment by a par-
ticipant from the more experienced group who solved the tasks using
Excel and explored the tool once the study was completed: “Again,
since you're asking about trust: To fully trust the results from your
tool, I would need to spend enough time to understand what it is do-
ing, to verify that the statistical tests it’s using are the appropriate ones
for the task, etc. That said, the speed and efficiency of using this are
amagzing. I almost couldn’t afford not to use it.”

Efficiency and Usability: We received unanimously good feedback
from both G1 and G2 participants about the usability. For example,
one of the participants from G2 remarked “My methods incorporated
a wide variety of disparate tools that could be easily combined into
a single interface. I think that the Active tool performed all of those
actions in a single space.” Participants also widely appreciated the
efficiency in the analysis process due to Active Data Biology, as is re-
flected in the following remark by a participant from G1: “Enables
immediate analysis without sorting or writing code. Huge time saver.”
Compared to participants in G2, who spent a lot of time in getting fa-
miliar with the dataset and the questions, we found that participants in
G1 spent lot less time in either understanding the data, or the tool. We
had intentionally chosen intuitive visual representations that scientists
often use with the goal of minimizing the learning curve. This was
validated by informal feedback from many of the paricipants, and this
remark from one of the G1 participants: The active data tool allows
you to easily zoom in on the areas that intuitively look different and
this is the most frequent approach I use when I scan datasets. But it
has the advantage of actually telling you something about the similar-
ity/pathways that are conserved in that data (not just what the protein
names are). Of course there is always more complexity, but this would
be a great place to start. Given the feedback about usability, we be-
lieve that cases where scientists did not have a high level-of-trust in
Active Data Biology was a function of the complexity of the patterns
and the associated domain knowledge that can cause skepticisim, and
not a function of the lack of the usability of the tool.

7 CONCLUSION AND FUTURE WORK

In this paper we have presented a comparative study of the level-of-
trust of domain scientists in visual analytics systems as opposed to
more familiar manual analysis methods. We took explicit design de-
cisions accounting for the trustworthiness of Active Data Biology and
demonstrated that these decisions had an effect on the eventual cali-
bration of trust by the domain scientists. The most significant finding
of this study is that even with new visual analytic tools, domain scien-
tists can have a high-level of trust in those systems when the system
is intuitive, transparent and lets them seamlessly switch between hy-
potheses generation and evidence gathering. We also demonstrated
that for complex tasks, irrespective of experience and familiarity, the
average level-of-trust in visual analytic systems exceeds the same in
manual data analysis methods. We consider our work as a first step
towards understanding the relationship between domain expert’s trust
and visual analytics systems, and can lead to new research opportuni-
ties.

Limitations: The findings from our work are not prescriptive of de-
sign guidelines, but descriptive in nature. We believe, while these de-
sign criteria, study methodology, and the findings have a great poten-
tial for generalizability, we need to conduct more studies with domain
scientists under various conditions to understand the issue of trust from
different perspectives. Second, we have modeled level-of-trust as only
a degree of perceived confidence, whereas there can be many other
definitions, like those suggested in the software systems and web tech-
nology domain [3]. It would be worthwhile to explore those definitions
and apply them in the context of visual analytics. Third, we have not
handled the scenario where there can be uncertainty propagation from
the data source itself. In that case, lack of uncertainty representation
can reduce domain experts’ trust [30].

Research Directions: There are different research directions we
can pursue for further exploring the issue of trust. In this study we
have not investigated what role bias and over-trust play in domain ex-
perts’ judgment [24]]. Visualization is thought of a medium that can
reduce bias through transparent representations. But in case of mixed-
initiative systems, where the machine is making judgments on behalf
of the user (for example, finding the relevant set of publications in Ac-
tive Data Biology), that can lead to over-reliance on the machine. This
is closely related to the balance of decision-making and allocation of
functions [21]] in mixed initiative systems. Conducting controlled user
studies can help model the relationship between trust and functional-
ity of such mixed-initiative systems. Motivated by our results, we now
plan to conduct similar experiments in other scientific disciplines such
as climate science, for investigating how adoption of visual analytics
tools can be accelerated by reducing the perceived lack of trust and in-
spiring more confidence in the domain experts’ visual analysis and ex-
ploration processes. Overall, We believe, by attacking the deep-rooted
perception about potential lack of trust, the insights gained from this
study will be impactful in designing future visual analytic tools for
domain scientists.
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